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a) Three image variants: Real-world attacks in SCAM, a cleaned baseline NoSCAM, and digitally 
simulated attacks in SynthSCAM.

b) VLMs are evaluated zero-shot by computing cosine similarity between image embeddings and 
textual labels.

c) LVLMs are assessed using prompt-based classification. 

2. SCAM is the largest and most diverse 
real-world typographic attack dataset to 
date, containing images across hundreds 
of object categories and attack words.

1. We introduce SCAM datasets to study and evaluate the robustness of multimodal 
foundation models against typographic attacks.

3. Performance of VLMs and LVLMs available through OpenCLIP resp. ollama and OpenAI on the 
SCAM datasets.

4. Among other things, we also find…

1. Misleading text embedded 
in images significantly shifts 
predictions, indicating 
overreliance on textual 
cues.

2. Typographic attacks remain 
effective against state-of-
the-art LVLMs in realistic 
user-facing tasks, especially 
those employing vision 
encoders inherently 
vulnerable to such attacks.

3. Employing larger LLM 
backbones reduces this 
vulnerability while 
simultaneously enhancing 
typographic understanding.

Safer prompts are not an 
immediate solution.

SCAM is effect and 
SynthSCAM suggests that 
synthetic attacks replicate 

real ones.

Model accuracy on SCAM 
decreases as post-it area 

increases.

Susceptibility to 
typographic attack is 
agnostic of VLM size.


