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a) Three counterfactual versions for
contrastive benchmarking

SCAM NoSCAM
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1. We introduce SCAM datasets to study and evaluate the robustness of multimodal

foundation models against typographic attacks.

b) Evaluate VLM via cosine similarity

c¢) Evaluate LVLM via a prompt

clock [12,4%

What entity is depicted in the image?
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f Synthetic . .
Typographic Removed f i bliss.berlin/research/scam
Atack Atock Typographic (a) clock (b) taxi
Attack Respond strictly with only (a) or (b),
nothing else. ke A
() H 2. SCAM is the largest and most diverse :
a) Three image variants: Real-world attacks in SCAM, a cleaned baseline NoSCAM, and digitally real-world typographic attack dataset to :
simulated attacks in SynthSCAM. H date, containing images across hundreds
b) VLMs are evaluated zero-shot by computing cosine similarity between image embeddings and H of object categories and attack words.
textual labels. : :
,C) LVLMs are assessed using prompt-based classification 1,162 660 206 :
K wen g Data points Distinct object labels ~ Unique attack words E
H 3. Performance of VLMs and LVLMs available through OpenCLIP resp. ollama and OpenAl on the CIOEt’;Y;;’"me"t Others
Hl SCAM datasets. : People & Characters :
: : Food E
Model Training data Accuracy (%) 1. Misleading text embedded Tools & Objects '
: NoSCAM  SCAM in images significantly shifts  } Venicles
I RN50 openai 97.76 36.61 6115 predictions, indicating :
: ViT-B-32 laion2b 98.45 74.68 12377 overreliance on textual : : H
i ViT-B-16 laion2b 98.71  69.16 12055 cues. i Traffic (Signs) Animals :
! ViT-B-16-SigLIP webli 99.22 81.40 11752 i Household :
I ViT-L-14 commonpool_x1 99.48 74.68 124.50 ) R :
: openai 99.14 40.14 5000 2. Typographic attacks remain : : :
! ViT-L-14-336 openai 99.22 33.85 16537 effective against state-of- ; :| :
: ViT-L-14-CLIPA-336 datacomplb 99.57 T74.76 12481 the-art LVLMs in realistic H :
E ViT-g-14 laion2b 99.05 61.93 137.12 user-facing tasks, especially E H
: ViT-bigG-14 laion2b 99.40 70.89 12851 . L : :
: those employing vision : :
: llava-1lama3:8b - 98.09 39.50 |58.59 encoders inherently :
: llava:7b-v1.6 - 97.50 58.43 139.07 :
i 1lava:13b-v1.6 - 0888 5800 0s Unerabletosuchattacks.
i 1lava:34b-v1.6 - 9897  84.85 1411 : :
: gemma3:4b - 97.24 58.05 139.19 3. Employing larger LLM : :
: gemma3:12b - 99.14 52.02 147.12 backbones reduces this : §
: gemma3:27b - 97.42 81.67 L1575 vulnerability while : .
: 1lama3.2-vision:90b - 98.88 71.01 12787 ) ) : :
{ llamad:scout - 9923 88.12 1110 simultaneously enhancing :
! gpt-40-mini-2024-07-18 - 99.40  84.68 L1472 typographic understanding. i
i gpt-40-2024-08-06 - 99.48 96.82 1 2.67 : :
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4. Among other things, we also find...
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What entity is depicted in the image?

a)..b)...
Respond strictly with only (a) or (b), nothing else.

SCAM is effect and
SynthSCAM suggests that
synthetic attacks replicate

real ones.

Model accuracy on SCAM
decreases as post-it area

increases.

Susceptibility to
typographic attack is
agnostic of VLM size.
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Safer prompts are not an
immediate solution.

: s
- -
: — mean=stddev e VIT-L-14-336/0penai 100 :
: = = ViT-B-16-SigLIP/webli === ViT-bigG-14/laion2b 3 :
H > H
: 100 A § 50 H
: g :
- -
I o 801 80 - :
: ; NoSCAM SCAM  SynthSCAM  PAINT RTA100 -
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